Jordan Canonical Form

Recall that earlier we saw that if T: ¥V — IV was a linear operator on an
n-dimensional vector space represented in an ordered basis by a matrix 4, then T
(or A) was diagonalizable if

1. The characteristic polynomial splits over R, ie
p(A) =dettA—-AD) =c(4, — 1) (4,—1); c€ER

2. For each eigenvalue 4;, the multiplicity of A; equals the dim(N(T — Ail)).

However, we also saw that if the characteristic polynomial of T splits over R that
T might not be diagonalizable (eg, A = [(1) ﬂ) Given that the characteristic

polynomial of T splits over R, we want to find an ordered basis for I/ so that T is
as close to being diagonal as possible. We will see that we can find an ordered
basis B for VV such that:

A, O 0o - 07

0O 4, 0 - 0

0 0 0 :

[ 0 0 0 A

where 0 is a zero matrix and

A 1 0 o e 0]

0 A4 1 =« -« 0

a=0 0 w9

o o o0 - =~ 1

0 0 0 - 0 A

That is, each A; will have 4;, the i"* eigenvalue, along the diagonal, ones along the
“superdiagonal” of A;, and zeros everywhere else. The matrix [T]y is called the
Jordan canoncial form of T.



Ex. Let B = {v,,v,, v3,1,} be an ordered basis for V.and T:V — V a linear
operator with

A= [T]B =

S ON
SN -
N = O
o O O

0 0 0 3
Identify N(T — A;I) for each eigenvalue of T.

Notice that in this case:

1 0 2 10
A= 01 A], where A, =|0 2 1| and A4, =[3].
2 0 0 2

The characteristic polynomial for T is

2—A 1 0 0

. 0 2—A 1 0

det(4 — AI) = det 0 0 22 0

0 0 0 3—1
=2-133-2).

Thus T has A = 2 as an eigenvalue of multiplicity 3 and A = 3 as an eigenvalue of
multiplicity 1. Let’s find the eigenvectors of T.

For A = 2 we have to find vectors that span the null space of A — 21I:

2 1.0 0] [2 00 O 0 1 0

o 2 1 0l o 2 0 of]_]Jo
A=2l=19 o 2 o0 0 0 2 o]l |o

00 0 3/ lo oo 21 lo

o O O
S o
o O O



(4-2Dv =

o O O O

or

o O O K

o O - O

-0 O O

X2
X3

0
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o O O O

0
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So x, = x3 = x4, = 0 and x; can be any real number.

Thus the null space of A — 21 is given by {< a,0,0,0 >| a € R} and is spanned
by < 1,0,0,0 >. Since the basis for V is {v;, V5, v3, 14}, v; =< 1,0,0,0 > is an
eigenvector associated with A = 2 for T. We can check this by:
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0—20—2171.
0 0

For A = 3 we need to find the null space of
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0 0 0 0



So we have:
—x1 + X, =0
—X; +x3 =0
—x3 =0

= x; =X, =x3 =0, andx, can be any real number.

Thus the null space of A — 31 is given by {< 0,0,0,a >| a € R} and is spanned
by < 0,0,0,1 >.

Thus v, =< 0,0,0,1 > is an eigenvector associated with A = 3 for T.

So we can’t diagonalize T because there are only 2 linearly independent eigenvectors for
T and dim(V) = 4.

In our example the ordered basis for V was B = {v;, v, v3,v,} and v; and v,
were eigenvectors for T, but not the basis vectors v, and v3. For example:

2 1 0 0]fo0 1
o 2 1 ofl1| |2 _
T(vy,) = o o 2 ollol=1o = v; + 2v,.
0 0 0 3]lL0 0
Thus (T — 2Dv, = v;.
Similarly:
2 1 0 0]]0 0
10 2 1 ofjo] _|1]_
T(v3) = o o 2 ollil =13 = v, + 2v;.
0 0 O 3110 0

Thus (T — 2D v3 = v,.



So neither v, nor v3 is in the null space of T — 21, however,
(T —2D?*v, =0
(T —2D)3v; = 0.

That is, v, and v5 are in the null space of (T — 21)? and (T — 21)3 respectively.

We can see this because:
(T -2Dv, =v,
and v, is in the null space of (T — 2I) thus
(T —2D[(T — 2Dv,] = (T — 2)v,
(T —2D)?%v, = 0.

Now since (T — 2I)v; = v, and (T — 2I)?v, = 0 we have:

(T —2Dv; = v,
(T = 2D2[(T = 2Dvs] = (T — 21)?v,
(T — 213y = 0.

So although v, and v; are not eigenvectors of T associated with A = 2, that is
(T—-2Dv,=v; #0 and (T —2Dv3 =v, # 0,

(T — 2Dv, = vy and (T — 21)?v3 = (T = 2D[(T — 2Dv3] = (T = 2Dv, = v,
are eigenvectors of T associated with 4 = 2.

Def. Let T be a linear operator on a vector space IV and A € R. A nonzero vector
v € V is called a generalized eigenvector of T corresponding to A if
(T — AI)P(v) = 0 for some positive integer p.

Notice that if p = 1 then v is an eigenvector of T.



If v is a generalized eigenvector of T and p is the smallest positive integer with
(T — ADP(v) = 0, then (T — AP~1(v) is an eigenvector of T corresponding to

A since:

0= (T— ADP(v) = (T — AD[(T — ADP~1(v)].
Thus (T — AP~1(v) # 0 s in the null space of T — Al.

Ex. In the last example we showed that (T — 2I)?v, = 0 and (T — 2I)3v; = 0.
Show these equations are true by calculating the matrix representation of
(T — 2I)? and (T — 21)3 with respect to the ordered basis B = {v,, v,, V3, V4 }.

With respect to the basis B = {vy, v,, V3, 4} we have:
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(A —-20)3%v; =

o O OO
o O OO
o O OO
_ o O O

So v, and v; are generalized eigenvectors of T corresponding to A = 2.

Notice that two different linear operators can have the same characteristic
polynomial. Thus knowing the characteristic polynomial of a linear operator does
not immediately tell us if it’s diagonalizable.

Ex. Given a basis B = {v4, v,,v3,v,} for V and two different linear
transformations:

2 1 0 O
_ 10 2 1 0
A=1Tp = 0 020
0O 0 0 3
2 0 0 O
1 [t 0 2 0 O
A =1IT]p = 0 020
0O 0 0 3
We have:
2—A 1 0 0
_ . _ 0 2—A 1 0
p(A) = det(4A — AI) = det 0 0 52 0
0 0 0 3—1

=2-1)3@B-21).



2—A 0 0 0
o L 0 2-1 0 0
p'(1) = det(A" — AI) = det 0 0 91 0
0 0 0 3—1

=2-21)3GB-21).

Sop(A) = det(4 — AI) = p'(1) = det(4' — AI), but A is not diagonalizable while
A' is diagonalizable (since it’s already diagonal).

Def. Let T be a linear operator on a vector space I/, and let A be an eigenvalue of
T. The generalized eigenspace of T corresponding to A, denoted Kj, is

K; ={v e V| (T — AI)Pv = 0, for some positive integer p}.

Notice that K is a subspace of V since if v;, v, € K then
(T — AI)P1v; = 0 for some p;, and (T — AI)P2v, = 0 for some p,.
If we assume p, = p4 then
(T — ADP2(vy + cvy) = (T — ADP2(vy) + ¢(T — A)P2(vy)
= (T = ADN@2"PU((T — AP (v1)) + c(0)
= (T — AD)®P2=P1)(0) + 0 = 0.

Thus (v, + cv,) € K, and K} is a subspace of V.

Notice also that the eigenspace, E;, associated with the eigenvalue A is a
subspace of K since every eigenvector is also a generalized eigenvector.



The following two theorems will be useful for calculating a basis for a vector space
V so that a linear operator T is in Jordan form.

Theorem: Let T be a linear operator on a finite dimensional vector space V such
that the characteristic polynomial of T splits over R, and let A4, ..., A; be distinct
eigenvalues of T with corresponding multiplicities my, ..., my. For1 < i < k let
B; be an ordered basis for Kj,. Then

2. B =B;U---U By isan ordered basis for V

3. dim(K,li) = m; foralli.

Now we want to focus on how to find a basis for the generalized eigenspace that
will give rise to Jordan canonical form for the linear operator T.

Def. Let T be a linear operator on a vector space I/ and let v be a generalized
eigenvector of T corresponding to A. Suppose that p is the smallest positive
integer for which (T — AI)Pv = 0. Then the ordered set:

(T — AD?P Yy, (T — ADP 2y, ..., (T — ADv, v}
Is called a cycle of generalized eigenvectors of T corresponding to A.

(T — AP~ v and v are called the initial vector and the end vector of the cycle.
The length of the cycle is p.

Since (T — A)Pv = 0, (T — A)P" v is an eigenvector of T corresponding to A
and the other elements of the cycle are not eigenvectors.

Theorem Let T be a linear operator on a finite dimensional vector space I/, and
let A be an eigenvalue of T. Then K, has an ordered basis consisting of a union of
disjoint cycles of generalized eigenvectors corresponding to A.
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Putting a linear operator into Jordan canonical form

1.

Find all eigenvalues by solving det(A — AI) = 0, where A = [T]p for the given
basis B.

2. Find all eigenvectors by solving (4 — A)v = 0.

For each eigenvalue A of T, if the multiplicity of A is larger than

dim[N(A — AlI)] then generalized eigenvectors are part of the basis to put
T into Jordan canonical form.

4 6 —2
Ex. Let[T]z=4=|-1 -1 1‘. Find a basis B’ for V such that [T] g/ is in
0 0 1

Jordan form. Find the Jordan form of A.

First let’s find the eigenvalues of T.

4 — A 6 —2
det(A — Al) =det| -1 —-1-2 1

0 0 1-2

=@ -DIE1-DHA =] = (=D[6(1 - )]
=1 -D[(-1-DE -1 +6]
=(1-DA-31+2]=-1-2)A—-1)2=0

So the eigenvaluesare A = 2,1 (double root) .

Now let’s find the eigenvectors corresponding to 4 = 2.

To find the null space of (A — 2I) we must solve:

2 6 —21[*1 0
(A-2Dv = [—1 -3 1”le = [0]
0 0 -—-111x3 0



Using row operations we get:

2 6 -2 1 3 -1 1 3 -1
-1 -3 1|—|—-1 -3 51— 0 0 4
0 0 1 1R1—>R1 0 Ry+R{—R;

2 0 -1 0 0o -1
1 3 -1 1 3 -1 1 3

PO 0 0 1|—1] 0 0 1|l—| 0 0
K2Rz | 0 1 R;+R3—R3 0 0 R;+R1-R; 0
So we have:

1 3 07 [*1 0

0 0 11 X2 =10

0 0 01 LX3 0

x;+3x, =0 =  x; = -3Xx,

x3 == 0

So the null space of (A — 21) is given by vectors of the form:
< -3a,a,0>=a<-3,1,0>; a € R.

Thus < —3,1,0 > is a basis for the null space and v; =< —3,1,0 > isan
eigenvector corresponding to A = 2.

Now let’s find the eigenvectors correspondingto A = 1.

To find the null space of (A — 1) we must solve:

3 6 —2][*1 0
(A—Dv = l—l -2 1] [le = [0]
0 0 011Lx3 0

11

0
1
0



Using row operations we get:

[ 3 6 —2] [ 0 0 1]
1 -2 1|———]-1 -2 1
o o olftBR2R G o g

0 0 1 -1 -2 0 1 2
— | -1 -2 Of —| O 0O 1f——| 0 O

RZ_Rl_)RZ 0 0 0 R2<—)R1 O 0 0 —R1—>R1

So we have:

X, + 2x, = =  x; = -2x,
X3 == 0.

So the null space of (A — I) is given by vectors of the form:
< -2a,a,0>=a<-2,1,0>; a €R.

Thus < —2,1,0 > is a basis for the null space and v, =< —2,1,0 > isan
eigenvector corresponding to 4 = 1.

However, since the multiplicity of A = 1 is 2, we have:

2=dim(K;) ={veV|(T-ADPv =0, peZ}.
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Since there is only one eigenvector correspondingto A = 1, and dim(Kj) = 2,
when A = 1, the basis of K; is made up one eigenvector and one vector that is a
generalized eigenvector (but not an eigenvector). Since we know that for a
generalized eigenvector there is a smallest p such that (T — AI)Pv = 0 and that
(T — AP~ v is an eigenvector, for the generalized eigenvector in K; that is not
the eigenvector v, we must have that (A — Al)v is an eigenvector. Thus to find v
we can solve:

A-—Dv=uv,
3 6 —2][*1 —2
[_1 2 1] [H 1].
0 0 0llxs 0

Using row operations on the augmented matrix we get:

[3 6—2—2] [0 0 11] [0 0 11]
-1 -2 1| 1|l—|-1 -2 1| 1|———| -1 =2 olo
o o0 ol olftt3kemRi] o o | olfeRiPRl o g ol
-1 =2 0]0 1 2 0]0

Iﬁ) 0 0 1 1ﬁ) 0O 0 11 11.

271 o o olol *"Lo o olo
So we have:

1 2 0711*1 0

0 O 111%X2| = 1

0 O 01 1LXx3 0

x1+2x2 :0 —t x1=—2x2
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Solution setis: < —2a, a, 1 >=<0,0,1>+4+a<-2,1,0>, a € R.
Taking a = 0, we can take v = v3 =< 0,0,1 > as the 2" basis vector of Kj.

So now if we take the basis vectors B’ = {v;,v,, v3}:
v, =<-3,1,0>
v, =< —-2,1,0 >
v; =<0,0,1 >.

[T]5: will be in Jordan form. We can see this by taking the change of basis matrix
P and calculating its inverse, P~ (see notes on A Matrix’s Rank and Calculating
Inverse Matrices):

-3 =2 0 -1 =2 0
p=|l1 1 o|l= Pt=|l1 3 ol

0 0 1 0 0 1

Now using the change of basis formula, A’ = P~1AP we get:

-1 -2 0] 4 6 -=2|1[-3 -2 O
[Tl =A"=P'AP=(1 3 o0||-1 -1 1| 1 1 o0
0

0 0 1 0 0 1 0 1
-1 -2 01[-6 -2 =2
=| 1 3 0 2 1 1
0 0 1 0 0 1
2 00
=10 1 1|, whichisinlJordan canonical form.
0 0 1
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Note: As soon as we saw that the characteristic polynomial split over R and
that A = 2 was an eigenvalue of multiplicity one and A = 1 was an eigenvalue of
multiplicity two we knew that there was a basis B’ for which:

2 0 0
Tl =0 1 1f
0 0 1

Most of the work of the previous example was to find the basis B'.

Ex. Let T be a linear operator on V. Given a basis B = {w;,w,, w3} T has the form

2 1 0
0 0 2

Find the Jordan canonical form of T and the basis B’ that puts T in Jordan
canonical form.

First let’s find the eigenvalues of T.

2—21 1 0
det(A—/U)zdet[ 0 2—2 2 ]
0 0 2—-1
=2-213=0.

So A = 2 is an eigenvalue of multiplicity 3.
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Now let’s find the eigenvectors for 4 = 2.

To find the null space for (A — 2I) we must solve:
0 1 01 [*1 0
(A—-2Hv=|0 0 2%z =10
0 0 01 1X3 0
xZ - O =

2x3:O = X3:0.

x2=0

So the null space of (A — 2I) isgivenby < a,0,0 >=a <1,0,0 >; a € R.

Thus we can take v; =< 1,0, 0 > as an eigenvector of A.

So the eigenspace E ; has dimension equal to one. Since there is only one
eigenvector, but dimV = 3, we need to find two generalized eigenvectors (that
are not eigenvectors) v, and v3 to complete the basis for I/. Notice that the basis
for K; can’t be the union of two or three cycles because the initial vector of a
cycle is an eigenvector and there is only one eigenvector for A. Thus the basis for
K, must be a single cycle of length 3, B’ = {(4 — 21)?v, (A — 2I)v, v}, where
(A — 2)%v is an eigenvector of A.

So let’s solve (A — 21)%v = v;.

0 1 o]0 1 01 1
(A-2D*v=[0 0 2] [0 2] [xz]=H
0l Lxs 0

0o 0 ofto O

0 0 2% 1
=10 0 Of|*X2|=10
0 0 0fLx3 0

1
ZX3=1 - X3=E

e
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So the solution setis < a, b, E >: a,b€eR or

a<1,00>+b<0,1,0>+< 0,0,§>.

Soif we take v = v3 =<0, O,% > (ie take a = b = 0) we have:

o 1 01[0 0
v, = (A—2Dv3 = [O 0 2] = [ 1].
0 0 0 0

NR O

So the basis B’ for Jordan canonical form is given by:
v, =<1,0,0 >
v, =<0,1,0 >
vy =< 0,0,>>.

We can check that this basis puts A in Jordan canonical form by taking the change
of basis matrix P and its inverse P~! and calculating A’ = P~1AP.

1 0 O 1 0 0
p=0 1 0 = pi=fo 1 o0
0 0 - 0 0 2
2
1 0 o122 1 o[t O O
[Tl =A'=P*AP =10 1 of{0 2 2[{ 1 0
o 0 2/Lo o 2110 0 >
1 0 0 2 1 0
=[o 1 o] 0 }
o o 2ffo0o 0 3
2 1 0
= |0 2 1|, which isin Jordan canonical form.
0 0 1



